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**ABSTRACT**

**Significant amount of research has been done in the field of handwriting recognition, particularly for characters in the Latin-based alphabets (English, French, Spanish, German, etc). However, there is a significant shortage of literature and research on handwriting recognition for Devanagari based languages, such as Hindi, Bangla, Sanskrit, etc. In this project, we attempt to remedy that in an attempt to create an API that is able to recognize the writer for a passage written in Bangla handwriting. The primary goal of the API is to identify the author of a word, sentence or passage from the handwriting written in Bangla. We also provide the methods used by us in this attempt in order to facilitate further study and replication of this API for future research. In this project, we will apply the VGG16 model to identify the writer of a text written in Bengali. We will also compare our accuracy with previous works in this field.**
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# CHAPTER 1. INTRODUCTION

## Motivation

Our great nation has produced many literary geniuses; Munshi Prem Chand, Rabindranath Tagore, Vikram Seth, Bankim Chandra Chatterjee, Sukumar Roy, etc. These pioneers have blessed us with a variety of literary masterpieces that provide not only an insight into their own minds but also insight on humanity and contemporary times. It is sufficed to say one learns a lot about mankind from their works. Moreover, their works and by extension, the manuscripts of said works, are a national treasure. Hence, it is imperative that their original works can be verified as their own. We can achieve this by analysing the handwritings of the writers.

Handwriting recognition will also help accelerate the field of forensic analysis, and in turn help the law enforcement authorities. Notes found on crime scenes and related to victims and suspects can be analysed and such analysis can help us identify perpetrators of a crime.

the field of education and academia, handwriting analysis can help us curb plagiarism. Plagiarism checking is a major field of research in academia and handwriting analysis can also help support those efforts.

These are only a few of the applications of handwriting recognition that we drove us to choose this topic for our project. Recognition and analysis of handwriting has applications in various fields such as archaeology, criminal detection, academia, education, etc. However, so far handwriting analysis has only been performed by human hands. In modern days, handwriting recognition has mostly only been attempted for languages based on Latin-based alphabet.

Literature related to handwriting recognition is limited for Devanagari related languages, such as Hindi and Bengali. Hence, our feeble attempt at remedying that.

## Background

To decide what approach, we should take to recognise the writer from the handwriting, we decided to survey related literature. First, we look into image recognition basics to find out the best way to approach the image recognition problem. We looked into the validity of Deep Convolutional Neural Networks for image recognition as discussed by Krizhevsky et al [1]. Additionally, we referenced the original paper [2] where the VGG16 was first proposed.

To understand how handwriting can be treated as images, we looked into articles on handwritten character recognition. We referred to articles by Rehman et al [3], John et al [4], Hasnat et al [5] and Paul et al [6, 7]. Hasnat et al proposed a domain specific OCR which classify machine printed as well as handwritten Bangla characters. For feature extraction they apply Discrete Cosine Transform (DCT) technique over the input image and for classification Hidden Markov Model (HMM) was used [5]. Paul et al has attempted Bangla character recognition with Mobilenet v1 and Inception v3 [6] and Bangla number recognition with Convolutional Neural Networks [7]. While the works are different from what we are trying achieve, they help us find an appropriate way to approach handwriting.

For author recognition we looked into the works of Christlein et al [8], Schlapbache et al [9] and Wu et al [10]. Christlein et al [8] attempted author recognition with Convolutional Neural Network. Schlapbache et al analysed HMM based handwriting recognition systems and studied the effect of normalisation operations [9]. Wu et al attempted writer identification on English and Chinese languages [10].

## Summary of present work

Looked into the work of Adak et al [11].

## Organisation of the Thesis

The thesis has been organised into primarily four chapters.

The Data Collection and Pre-processing chapter deals with the details of all the work that must be done before the actual programming part can be approached. This includes, but is not limited to data collection and preparation

The Methodology chapter deals with the necessary theory required to approach the problems. This includes any experiments we ran to test out our algorithms and any preliminary work which we referred to help with our project.

The Program Walkthrough chapter contains a step-by-step analysis of the actual program written for the image preparation and the creation of the model.

The Outputs and Results chapter deals with the output that we get from executing the program and how they are significant.

## Hardware/Software used

Primary language used for programming is Python 3.8.

Packages used in Python are TensorFlow v2.0 (a deep learning library by Google, Inc.), Keras (to help with integrating TensorFlow with Python), NumPy (to help with handling Arrays, Vectors and Matrices), Pandas (to help with data handling), Mat Plot Library (for plotting data in graphs), Pyplot (subclass of Mat Plot Library that helps with data plotting in Python) and Seaborn (used to make Mat Plot graphs more presentable and easier to read). The primary algorithm used for image (handwriting) recognition is VGG16.

The primary hardware used comprise the personal laptop computers belonging to the team members; HP Pavilion with Intel i5 Quad-Core, Integrated Graphics Card, 8GB RAM; Dell G3 with 2.6GHz Hexa-Core Intel i7 Processor, Integrated Graphics Card, 8GB RAM and Asus Vivibook 2GHz Quad-Core AMD Ryzen 5 Processor, Integrated Graphics Card, 8GB RAM.

The processor and the RAM determine how fast the program will run and the dataset will be trained. The graphics card would also have accelerated the process, if GPU parallel processing was implemented in the project. A major issue with deep learning projects is that if the processing power is too less, then the model might take as long as a few days to train. However, our initial project does not take as much time and can be replicated with a machine with as low specifications as 1.6 GHz Dual Core Processor, Integrated Graphics Card and 4GB RAM. Anything lower might take too long to process. (Training the Dataset will require much better specifications, however, since the original VGG16 model was trained on 2-3 weeks on a Nvidia Titan GPU [2]. In such a scenario, training the data on a cloud platform like GCP, AWS or Azure might yield better results).

# CHAPTER 2. INITIAL STAGES

## Collection of Dataset

A major criterion of success in working on problems whose solutions depend on machine or deep learning is the presence of large datasets. The larger the dataset, the better and more accurate the model becomes.

One of the main challenges of attempting handwriting recognition in a new language is the lack of sufficient datasets. Our supervisor for the project, Smt Jaya Paul, was generous enough to assist us with that. We used 121 volunteers of various native languages and asked them to write certain passages in their native and English languages. This provided us with the necessary dataset needed for proper model training.

For our project, we have used the dataset containing Bengali words only.

## Preparation of Dataset

The handwritten passages were scanned into image. The scanned images passages were processed to eliminate noise and then segmented into word-sized images. The methods used for this was provided to us from a previous project attempted by Mondal et al [12]. These word sized images are then arranged into several folders in the following method.

* The images are distinguished according to pairs of authors and for each author, there are five (5) sets of data.
* Each of these 5 sets are divided into two subfolders; train containing three sets and test containing two sets.
* The images are in Tag Image File Format (TIFF). They are named in the following format: <Author Code>\_<Set Number>\_<Image Number>. For example, the first image of the first set of the first author (Author Code 0) is *0000\_01\_0.tiff*.
* There are five thusly organized datasets.

These images are now ready to be fed as inputs for the model.

## Construction of the Model

Currently, the base model that we will be using is called VGG16. VGG16 is one of the most popular models for image recognition. It was introduced in 2014 [2]. VGG16 takes the input in 224 x 224 images and the pretrained VGG 16 model (with the ImageNet Database) will predict from the 1000 categories provided in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2014.

In our dataset, the size of the segmented images is random, and hence some pre-processing is required so that the input images can be converted to the required size of 224 x 224. We shall do that with the help of the in-built VGG 16 pre-processing tools provided in the Keras library. The Program Walkthrough mentions exactly how we do it.

# CHAPTER 3. METHODOLOGY

## About VGG 16 Model [2]

VGG 16 was proposed by Karen Simonyan and Andrew Zisserman of the Visual Geometry Group Lab at the University of Oxford in 2014 in an article titled "Very Deep Networks for Large Scale Image Recognition." This model achieves 92.7% on the top 5 accuracy tests on the ImageNet dataset of 14 million images belonging to 1000 categories. The model inputs 224 x 244 pixels size images in RBG channels.

### Architecture of VGG16:

The input to the network is image of dimensions (224, 224, 3). The first two layers have 64 channels of 3\*3 filter size and same padding. Then after a max pool layer of stride (2, 2), two layers which have convolution layers of 256 filter size and filter size (3, 3). This followed by a max pooling layer of stride (2, 2) which is same as previous layer. Then there are 2 convolution layers of filter size (3, 3) and 256 filter. After that there are 2 sets of 3 convolution layer and a max pool layer. Each have 512 filters of (3, 3) size with same padding. This image is then passed to the stack of two convolution layers. In these convolution and max pooling layers, the filters we use is of the size 3\*3 instead of 11\*11 in Alex Net and 7\*7 in ZF-Net. In some of the layers, it also uses 1\*1 pixel which is used to manipulate the number of input channels. There is a padding of 1-pixel (same padding) done after each convolution layer to prevent the spatial feature of the image.

![](data:image/png;base64,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)

Fig 1.1. Architecture of VGG16 Model

After the stack of convolution and max-pooling layer, we got a (7, 7, 512) feature map. We flatten this output to make it a (1, 25088) feature vector. After this there are 3 fully connected layer, the first layer takes input from the last feature vector and outputs a (1, 4096) vector, second layer also outputs a vector of size (1, 4096) but the third layer output 1000 channels for 1000 classes of ILSVRC challenge, then after the output of 3rd fully connected layer is passed to SoftMax layer in order to normalize the classification vector. After the output of classification vector top-5 categories for evaluation. All the hidden layers use ReLU as its activation function. ReLU is more computationally efficient because it results in faster learning and it also decreases the likelihood of vanishing gradient problem.

This is how the pretrained VGG16 model works.

### Challenges of VGG16:

* It is very slow to train (the original VGG model was trained on NVidia Titan GPU for 2-3 weeks).
* The size of VGG16 trained ImageNet weights is 528 MB. So, it takes quite a lot of disk space and bandwidth that makes it inefficient.

## Why VGG16?

Recognizing images has always been more efficient with the help of deep neural networks. A. Krizhevsky, I. Sutskever and G.E. Hinton [1] have shown that while using a huge dataset like ImageNet, the results show that a large, deep convolutional neural network is capable of achieving record-breaking results on a highly challenging dataset using purely supervised learning. It is notable that our network’s performance degrades if a single convolutional layer is removed.

VGG16 happens to be one of the best models for image recognition with accuracy 92.7% on the top 5 accuracy tests on the ImageNet dataset of 14 million images belonging to 1000 categories [2]. Handwriting can be considered as a pattern to be recognised. Hence, we decided that VGG16 model might be the best path to proceed with the handwriting recognition.

## Initial Experimentation

Before we proceeded to handwriting recognition, we experimented with a cat and dog classifier [13]. The dataset we found was from Kaggle [14]. We attempted to create our own VGG16 model in order to better understand the VGG16 model. We shall once walk through the program to understand the VGG16 model better.

First, we import Keras and OS libraries. Keras is the package that helps us use the TensorFlow 2.0 Library by Google, Inc.

import keras

import os

Then we import the necessary modules from keras. This include but are not limited various algorithms that will constitute each layer of the model (namely Dense, Convolution, Max Pool and Flattening), image pre-processing tools and various keras utilities.

from keras.models import Sequential

from keras.layers import Dense, Conv2D, MaxPool2D, Flatten

from keras.preprocessing.image import ImageDataGenerator

from keras.callbacks import ModelCheckpoint, EarlyStopping

from keras.preprocessing import image

from keras.models import load\_model

from keras.optimizers import Adam

We will also import NumPy and Mat Plot Library. NumPy assists us with handling matrices and Mat Plot Library helps us to view graphs and plots.

import numpy as np

import matplotlib.pyplot as plt

Here we will load the datasets into the program. The data is divided into two subsets; test and train.

trdata = ImageDataGenerator()

traindata = trdata.flow\_from\_directory(

directory="./train", target\_size=(224, 224))

tsdata = ImageDataGenerator()

testdata = tsdata.flow\_from\_directory(

directory="./test", target\_size=(224, 224))

From here we will add will add all the layers relevant to the VGG16 model in sequentially.

model = Sequential()

The following lines of code will add the first set of layers. This includes two Convolutional networks. The first one takes in the image of size 224 x 224 in RGB channels. The next one has 64 filters. ReLU is often used as the activation function. The output after these two layers is pooled with max pooling algorithm.

model.add(Conv2D(input\_shape=(224, 224, 3), filters=64,

kernel\_size=(3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=64, kernel\_size=(3, 3),

padding="same", activation="relu"))

model.add(MaxPool2D(pool\_size=(2, 2), strides=(2, 2)))

Then we will add two more convolutional networks with 128 filters, activation function ReLU and the same padding. The output after these two layers is pooled with max pooling algorithm.

model.add(Conv2D(filters=128, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=128, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(MaxPool2D(pool\_size=(2, 2), strides=(2, 2)))

Then we will add three more convolutional networks with 256 filters, activation function ReLU and the same padding. The output after these two layers is pooled with max pooling algorithm.

model.add(Conv2D(filters=256, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=256, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=256, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(MaxPool2D(pool\_size=(2, 2), strides=(2, 2)))

Then we will add three more convolutional networks with 512 filters, activation function ReLU and the same padding. The output after these two layers is pooled with max pooling algorithm.

model.add(Conv2D(filters=512, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=512, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=512, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(MaxPool2D(pool\_size=(2, 2), strides=(2, 2)))

Then we will add another set of three more convolutional networks with 512 filters, activation function ReLU and the same padding. The output after these two layers is pooled with max pooling algorithm.

model.add(Conv2D(filters=512, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=512, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(Conv2D(filters=512, kernel\_size=(

3, 3), padding="same", activation="relu"))

model.add(MaxPool2D(pool\_size=(2, 2), strides=(2, 2)))

We use Rectified Linear Unit (ReLU) for activation so that the negative values are not passed to the next layers. After this, we will add two Dense layers with ReLU activation with 4096 units followed by a SoftMax Dense layer with two units.

model.add(Flatten())

model.add(Dense(units=4096, activation="relu"))

model.add(Dense(units=4096, activation="relu"))

model.add(Dense(units=2, activation="softmax"))

Here, we will be using Adam optimiser to reach to the global minima while training out model. If the algorithm stuck in local minima while training then the Adam optimiser will help us to get out of local minima and reach global minima. We will also specify the learning rate of the optimiser, here in this case it is set at 0.001. If our training is bouncing a lot on epochs then we need to decrease the learning rate so that we can reach global minima.

opt = Adam(lr=0.001)

model.compile(optimizer=opt,

loss=keras.losses.categorical\_crossentropy, metrics=['accuracy'])

We will then print the summary of the model.

model.summary()

We shall use the ModelCheckpoint Utility from Keras library to save the model only when the validation accuracy of the model in current epoch is greater than what it was in the last epoch. The EarlyStopping Utility from Keras library to stop the learning in case there is no increase in validation accuracy for 20 epochs.

checkpoint = ModelCheckpoint("vgg16\_1.h5", monitor='val\_acc', verbose=1,

save\_best\_only=True, save\_weights\_only=False, mode='auto', period=1)

early = EarlyStopping(monitor='val\_acc', min\_delta=0,

patience=20, verbose=1, mode='auto')

hist = model.fit\_generator(steps\_per\_epoch=100, generator=traindata, validation\_data=testdata,

validation\_steps=10, epochs=100, callbacks=[checkpoint, early])

The fit generator method in the model class helps us pass the data to the model for training and validation. The method handles everything necessary for passing data to the model and training the model. After this we will print the information about the model training with the help of the MatPlot Library.

plt.plot(hist.history["acc"])

plt.plot(hist.history['val\_acc'])

plt.plot(hist.history['loss'])

plt.plot(hist.history['val\_loss'])

plt.title("model accuracy")

plt.ylabel("Accuracy")

plt.xlabel("Epoch")

plt.legend(["Accuracy", "Validation Accuracy", "loss", "Validation Loss"])

plt.show()

Now to predict using the model that we created, we will import an image and use the Keras library to preprocess it for the VGG16 model we created.

img = image.load\_img("image.jpeg", target\_size=(224, 224))

img = np.asarray(img)

plt.imshow(img)

img = np.expand\_dims(img, axis=0)

saved\_model = load\_model("vgg16\_1.h5")

output = saved\_model.predict(img)

if output[0][0] > output[0][1]:

print("cat")

else:

print('dog')

This above experimental program gives us in depth understanding of the VGG16 algorithm and its architecture.

## Extracting Features

Before we could start training the actual model, we needed to pre-process the input. This is primarily because the input for the VGG16 model requires the images to be of size 224 x 224 pixels and RGB channel. Additionally, before we train the model, we will extract the necessary feature required for prediction.

To obtain the necessary features, we take the pretrained VGG16 model available in the Keras library and remove the top layer, where the prediction (with the 1000 categories from ILSVRC challenge) actually happens. Then we pass the data through it to get a “prediction” to get a feature matrix as an output. The below program does that for one image in the dataset.

First, we will import all the necessary packages. This includes Keras library, NumPy, Pandas, Mat Plot Library and Seaborn. We also import all the necessary utilities from the keras library. This includes the VGG16 model that has been pretrained with the ImageNet Dataset, image preprocessing tools and image data generator.

import keras

from PIL import Image

from keras.preprocessing import image

from keras.applications.vgg16 import VGG16

from keras.applications.vgg16 import preprocess\_input

from keras.preprocessing.image import ImageDataGenerator

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

sns.set()

This line initialises seaborn.

From the existing pretrained model, we will remove the top layer. The top layer is responsible for actually predicting the category of the image and it does that from the 1000 categories provided by the 1000 categories from ILSVRC challenge. If this layer is removed, then the classification does not occur. Instead, we get the features necessary for the classification of the images. The weights of this pretrained model are configured according to the ImageNet dataset.

model = VGG16(weights='imagenet', include\_top=False)

model.summary()

The image\_loader method will pre-process the images and create the necessary data from the image that can be used as an input to the VGG16 model to obtain the necessary feature matrix.

def image\_loader(img\_path):

img = image.load\_img(img\_path, target\_size=(224, 224))

plt.imshow(img)

img\_data = image.img\_to\_array(img)

print(img\_data.shape)

img\_data = np.expand\_dims(img\_data, axis=0) # google axis = 0

print(img\_data.shape)

img\_data = preprocess\_input(img\_data)

print(img\_data.shape)

return img\_data

img\_path = '../Datasets/writerPair1/0-10/train/0/0000\_01\_0.tif'

img\_data = image\_loader(img\_path)

Now we will use the data we get from the image loader function to obtain the feature matrix. Here, we obtain the feature matrix for one image.

model\_feature = model.predict(img\_data)

print(model\_feature.shape)

In the actual program, we will be looping through all the images so that we can get the features for all the images. We will store the feature matrices in CSV files. We will create one CSV file for each set of data. Since there are 5 sets of data for each author pair (3 for training and 2 for verification), we will have 5 CSV files containing the features of all the images. We will use these feature matrices to train and validate our model.

# CHAPTER 4. PROGRAM WALKTRHOUGH

For the actual program.

# CHAPTER 5. OUTPUTS AND RESULTS

For the actual program.

# CONCLUSIONS

For the actual program. Comparison between this and the actual program.
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